Is Test-Driven External Accountability Effective? Synthesizing the Evidence From Cross-State Causal-Comparative and Correlational Studies
Jaekyung Lee
REVIEW OF EDUCATIONAL RESEARCH 2008; 78; 608
DOI: 10.3102/0034654308324427

The online version of this article can be found at:
http://rer.sagepub.com/cgi/content/abstract/78/3/608
Is Test-Driven External Accountability Effective? Synthesizing the Evidence From Cross-State Causal-Comparative and Correlational Studies

Jaekyung Lee
State University of New York at Buffalo

In the midst of keen controversies on the impact of high-stakes testing and test-driven external accountability policy, the more balanced and careful selection, interpretation, and use of scientific research evidence are crucial. This article offers a critical synthesis of cross-state causal-comparative and correlational studies that explored the effects of test-driven external accountability policies on reading and math achievement. A meta-analysis of 76 effect-size estimates from 14 selected studies showed a modestly positive effect on average but no significant effect on the racial achievement gap. Nevertheless, this review calls for further evidence on the policy-outcome linkage, revealing limitations, uncertainties, and inconsistencies in many findings. The author explores variations among the studies in terms of independent and dependent variables, analytical samples and methods, and the reporting of statistical and practical significance. Implications for accountability policy and research under the No Child Left Behind Act are discussed.
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Although the origin of public high-stakes testing dates as far back as the third century B.C., when civil service exams were used by the Han emperors of China (206 B.C. to A.D. 220), modern external examinations have grown as instruments of control over educational systems in many countries (Eckstein & Noah, 1993). High-stakes tests in American school systems are relatively recent, and they are embedded in national educational and social contexts. Although states relied more on basic skills tests in the 1970s, the report A Nation at Risk (National Commission on Excellence in Education, 1983) called for an end to the minimum competency testing movement (Amrein & Berliner, 2002). As the focus of high-stakes testing policy has shifted from minimum competency to proficiency, an increasing number of states have held schools and teachers accountable for test results over the past two decades. The culmination of this policy shift is seen in the most recent federal educational policy initiative, the No Child Left Behind Act of 2001 (NCLB), which is aimed at accomplishing high academic standards for all students and closing their achievement gaps.
There are controversies about whether external, test-driven accountability policy enhances or hinders academic achievement. The case that drew the most attention was that of Texas, where the evidence on the effects of high-stakes testing on equity was mixed and often contradictory (Carnoy, Loeb, & Smith, 2001; Grissmer & Flanagan, 1998; Grissmer, Flanagan, Kawata, & Williamson, 2000; Haney, 2000; Ladd, 1999; Skrla, Scheurich, Johnson, & Koschoreck, 2004; Valencia, Valenzuela, Sloan, & Foley, 2004). Although NCLB builds on the alleged success of first-generation accountability states such as Texas and North Carolina, which had adopted test-based accountability systems prior to NCLB, assessing its impact requires more rigorous scrutiny of new evidence from the National Assessment of Educational Progress (NAEP) and state assessment results beyond a single state. Moreover, studies that evaluated the effect of high-stakes testing on the basis of each state’s own performance standards suffered from threats to generalization because of a lack of comparability of results with other states and potential risk for gain score inflation over time.

Past literature reviews of the effects of high-stakes testing and accountability have several limitations, generating more questions than answers (see Harris & Herrington, 2006; Heubert, 2000; Heubert & Hauser, 1999; Kirkland, 1971; Langenfeld, Thurlow & Scott, 1997; Phelps, 2005). First, the reviews have tended to be descriptive rather than meta-analytic. Second, the reviewers were highly inclusive in their selection of relevant studies. A test was considered high stakes if its results had perceived or real consequences for students, staff members, or schools (Madaus, 1988). By including research based on this broad definition of high-stakes testing, the reviewers raised the issue of the comparability of study findings. Third, the studies included in past reviews did not fully capture recent changes in testing requirements and accountability policies; the studies examined mostly minimum competency tests, featuring their emphasis on basic skills and using students as the primary target of accountability. Finally, the studies in past reviews were restricted mostly to samples from single states or localities. Therefore, it is necessary to review emerging research evidence on the effects of new school accountability policies across states and to better inform the current educational policy debate under NCLB.

Critical premises on which the movement of test-driven external accountability is based are weak. What are the social consequences we may face in this country if school accountability is based on false premises about students’ test score gains? What are the implications of emerging research evidence for educational policy and practice? This review focuses on cross-state causal-comparative and correlational studies that used secondary analyses of national assessment data to evaluate the effects of external test-driven accountability on reading and/or mathematics achievement. This review not only synthesizes findings through a meta-analysis of the “effect-size” estimates of multiple studies but also examines differences among the studies to account for variations in their findings. Methodological limitations of the studies are discussed, and some reanalyses are conducted to gain further insights into the issues. Because the studies have produced mixed findings and tend to polarize between the extremes, it is crucial to synthesize the research findings and understand the nature and degree of their variations.
Conceptual and Analytical Framework

Context of Accountability Policy Research

Accountability often has multiple meanings and purposes, and there are several models of educational accountability (see Adams & Kirst, 1999; Darling-Hammond, 1989; Linn, 2003). The issue of who holds whom accountable and for what purpose has been contentious in the history of educational accountability (Dorn, 1998). Despite the historical debate, an accountability model that is performance driven, test driven, measurable, and statistical in nature came to dominate current policy and practice. Although an evaluation of the policy impact calls for scientific research evidence, it is necessary to understand the social and political context of high-stakes testing and accountability policy in which research has been embedded.

Public sector reform called for greater privatization, decentralization, and accountability (Osborne & Gaebler, 1992), and some ideas of the public sector reform movement, such as performance reporting and funding, spread to both the K–12 and higher education sectors (McLendon, Hearn, & Deaton, 2006). Over the past decade, many states have joined the test-driven school accountability bandwagon in the form of the “horse trade”: States would grant schools and districts more flexibility in return for more accountability for academic performance (Elmore, 2002). It was appealing in principle, because governors and state legislators could take credit for improving schools without committing themselves to serious increases in funding. Moreover, these reform policies were popular because they were designed to intensify, rather than to replace, preexisting educational efforts and held out the hope of greater cost-effectiveness (Berliner & Biddle, 1995).

The new test-driven external accountability movement has changed the nature and target of high-stakes testing. Minimum competency testing in the 1970s and early 1980s shifted the burden of attaining basic skills from the state to the individual (Cohen & Haney, 1980). In contrast, the school accountability movement in the late 1980s and 1990s raised the bar to proficiency and also shifted its target to schools. Between 1985 and 1995, the number of states that used student assessment results for school accountability (i.e., school awards and recognition, performance reporting, or accreditation) increased substantially from 26 to 39. During the same period, the number of states that used test results for student accountability (i.e., student awards and recognition, promotion, or graduation) increased only slightly from 22 to 25 (Goertz, 1986; North Central Regional Educational Laboratory, 1996).

Along with the new state accountability policy movement, research on this topic has increased as well. However, previous studies of the impact of high-stakes testing on student achievement have often had several threats to validity due to their limitations: (a) a reliance on test scores from states’ own assessments, which are the basis of accountability decision making and thus could cause the possible contamination of achievement gains; (b) an examination of postintervention student achievement results only, without tracking of long-term trends before and after policy enactment; and (c) an absence of control or comparison groups because of the investigation of a single state.

Under NCLB, states set the standards, choose tests to measure student performance against those standards, and hold schools accountable for the results. Under these
circumstances, high-stakes testing works not only as an intervention but also as an instrument to measure the outcome of the intervention. On one hand, high-stakes testing generates enormous pressure for educators to improve test scores by means of narrowing the curriculum and teaching to the test. On the other hand, any inflated test scores that can result from intensive drilling and coaching under this pressure generate an illusion of real progress and give the false impression that the intervention is working. This situation will prompt more investment in high-stakes testing and further prescribed curricula. However, there are significantly smaller achievement gains when students take independent low-stakes tests such as the NAEP.

**Selection Criteria**

The following criteria were used in this meta-analysis to select studies for review and to determine which studies met scientific standards for evidence. First, research needed to examine states’ test-driven external accountability policies, including high-stakes testing, as an independent variable. It must have involved any sort of comparative measures or classifications of state accountability policy. Second, research must have addressed achievement in reading and/or math as a dependent variable. It must have involved measures of academic achievement by using standardized tests that give comparable results across states. Studies using states’ own assessments or local assessment measures were not included in this review. Third, research must have drawn on data from nationally or statewide representative samples of students so that the results could be generalized to the national or statewide target population of students. Studies using achievement measures drawn from nonrepresentative samples (such as SAT, ACT, and Advanced Placement) for cross-state comparisons were also excluded. Finally, the study must have been published in a refereed journal article and reported since 1990 (i.e., during the past 18 years or so), when cross-state research on educational accountability policy has been at its peak.

First of all, true experimental research with the randomized assignment of 50 states to high-stakes testing versus low-stakes testing conditions is not possible. Nevertheless, natural interstate variations in high-stake testing policy and academic achievement provide a laboratory for ex post facto research using causal-comparative or correlational research designs. These two designs share limitations of nonexperimental methods, but the differences lie in how they operationalize and measure the policy variable; causal-comparative studies use a dichotomous measure of high-stake testing and accountability policy (yes vs. no), whereas correlational studies use a continuous measure of accountability (e.g., the degree to which rewards and sanctions apply to test results). Yet relatively few studies investigated the policy-outcome linkage at the state level. The decisive inhibiting factor has been the lack of adequate measures of state-level educational policies and achievement outcomes.

A series of cross-state causal-comparative or correlational studies attempted to undertake empirical evaluations of high-stakes testing and accountability policy. The national data those studies used included the NAEP and the National Education Longitudinal Study (NELS). Particularly, the advent of NAEP state assessment in the 1990s facilitated interstate comparisons of student achievement and policy benchmarking efforts. With the advent of NAEP state assessment as well
as cross-state education policy surveys, research investigating whether state educa-
tion policies account for students’ achievement gains on the NAEP has grown.

Unlike old micro-level studies that examined policy impacts within individual
states or school districts on the basis of state or local assessment results, this new
generation of macro-level studies has tended to focus on states as the primary unit
of analysis and compared high-stakes versus low-stakes testing states’ student
achievement test score trends on the basis of independent national assessments.
Previous comparisons of the NAEP and state assessment results showed signifi-
cant discrepancies in the level of student achievement as well as the size of
statewide achievement gains (Fuller, Gesicki, Kang, & Wright, 2006; Klein,
Hamilton, McCaffrey, & Stecher, 2000; Koretz & Barron, 1998; Lee, 2006b; Linn,
Baker, & Betebenner, 2002). Some of the concerns raised about the use of high-
stakes test results for policy evaluation do not apply to the studies that used the
NAEP or other independent, low-stakes measures of achievement. The random
sampling of schools and their students for testing and the lack of consequences tied
to the test results may free such studies from the potential risk for contamination.²

Overview of Selected Studies

The search and review process identified 14 studies that meet the aforemen-
tioned selection criteria: Fredericksen (1994); Lee (1998); Grissmer and Flanagan
(1998); Bishop, Mane, Bishop, and Moriatry (2001); Jacob (2001); Amrein and
Berliner (2002); Carnoy and Loeb (2002); Raymond and Hanushek (2003);
Rosenshine (2003); Amrein-Beardsley & Berliner (2003); Braun (2004); Lee and
Wong (2004); Hanushek and Raymond (2004); and Nichols, Glass, and Berliner

Among the 14 selected studies, one of the pioneers was Fredericksen (1994),
who used long-term trend NAEP data to estimate the effect of minimum compenia-
ty testing on state average math achievement gain scores. The study’s finding
of a significantly positive effect of minimum competency testing was challenged
later by Jacob (2001), who found from an analysis of NELS data that the same pol-
icy had no significant impact on 12th grade reading and math achievement. A more
mixed finding was reached by Bishop et al. (2001), who reported that the effect of
minimum competency testing alone was meager, but the effect of curriculum-
based end-of-course exams in combination with minimum competency testing was
very strong.

Grissmer and Flanagan (1998) promoted discussion of school accountability
policy effects by attributing substantial achievement gains on the NAEP from 1992
to 1996 in North Carolina and Texas to those two states’ challenging student per-
formance standards and test-driven accountability policies. This study was highly
speculative and did not directly estimate policy effects. Amrein and Berliner
(2002) conducted a more extensive analysis of the policy-outcome linkages by
tracking the performance of 18 states with high-stakes testing systems on the
NAEP, SAT, and ACT. They claimed that the phenomenon of larger achievement
gains in North Carolina and Texas was an “illusion arising from exclusion” (i.e.,
the inflation of gain scores as a result of excluding more low-achieving students
from testing) and that the impact of high-stakes testing on student achievement is
indeterminate.
Amrein and Berliner’s (2002) study was challenged in subsequent reanalyses of the same data by Raymond and Hanushek (2003), Rosenshine (2003), and Braun (2004). Although all three subsequent studies were very critical of the original study on methodological grounds, Braun (2004) gave a more mixed picture of the policy effect. Raymond and Hanushek and Rosenshine produced highly positive results in favor of high-stakes testing policy. Amrein-Beardsley and Berliner (2003) conducted a further analysis in their response to Rosenshine’s reanalysis to support their original finding.

Carnoy and Loeb (2002) and Hanushek and Raymond (2004) added new evidence with analyses of NAEP achievement gains that supported the effectiveness of test-driven accountability policy. However, the findings of those two studies diverged with regard to the effects of state accountability policies for different racial groups. On the other hand, Lee and Wong (2004) and Nichols et al. (2006) revealed more mixed results on state accountability policy effects. Lee and Wong found a positive policy effect on improving average achievement but no significant effect on narrowing racial achievement gaps. Nichols et al. found that accountability policy effects were limited to fourth grade math.

Methods

Despite many similarities among the aforementioned studies with the common use of national data sources for cross-state comparisons, they also varied in many significant aspects of research design, including the ways in which they classified states and measured the policy variable, their time frames, and their methods to analyze policy effects on student outcomes. Therefore, this review examines variations among the studies in terms of the following key research components:

1. Independent variables: How were state accountability policies defined and measured? How do the studies vary in the nature, type, and timing of the accountability policy variable?
2. Dependent variables: What subjects, grades, and time periods were chosen for the analysis of student achievement as outcome variables? Were those achievement measures valid and reliable to test hypothesized policy effects?
3. Samples: How were students, schools, and states selected for analysis? For cross-state comparisons, did the exclusion of students with learning disabilities and English language learners bring bias into the results? How did the policy effect vary among different racial and social subgroups of students? How well is the policy effect, if significant, generalizable to a larger population, longer time frame, and other related settings?
4. Analytical methods: What statistical methods were used for examining the policy-outcome linkages? What control variables were used to enhance internal validity? Did the studies take a quasi-longitudinal (cohort-based) or repeated cross-sectional (grade-based) approach to the analysis of achievement gains?
5. Effect sizes: How did the studies calculate and report effect sizes? How do the studies vary in the unit of analysis (students or states) and the level of school system to which effect sizes apply? What criteria, if any, were used by the studies to determine the practical significance of policy effects on student outcomes?
For the present meta-analysis, total of 76 effect-size estimates were available from the 14 studies that investigated the effects of statewide high-stakes testing and test-driven accountability policies on reading and/or mathematics achievement during the 1990s. As shown in the Appendix, most studies reported multiple measures of policy effects because of their investigation of data from multiple grades, time periods, and/or subject areas. Although many studies examined the average policy effect for all students, only a few disaggregated the results by racial subgroups and explored potential accountability policy effects on racial achievement gaps.

First, the effect size was calculated with information available from each of the 14 studies. Although many studies used common data sources, they often differed in the ways in which they calculated and reported the statistical and practical significance of the results. Some studies, including those of Grissmer and Flanagan (1998), Amrein and Berliner (2002), and Rosenshine (2003), did not report statistical significance. Other studies reported statistical significance for their tested policy effects, but only a few of them reported corresponding effect-size estimates. Even when they reported effect sizes, their chosen indices of effect-size estimation often varied, using Cohen’s $d$, $r$, or regression $\beta$ weights (see Cohen, 1988; Peterson & Brown, 2005; Rosenthal, 1994). In most cases, Cohen’s $d$ was used as the metric of effect size to calculate standardized group mean differences between high-stakes testing states and comparison states. When studies only reported correlations between a continuous measure of high-stakes testing or test-driven accountability policy and student achievement outcomes, $r$ was converted to $d$. When studies reported unstandardized regression coefficients, they were converted into standardized coefficients ($\beta$ weights). The Appendix provides information on the procedures of effect-size calculation for each study.

Second, descriptive statistics were used to summarize the distributions of the 76 effect-size estimates. Furthermore, one-way analysis of variance (ANOVA) was used to examine variations among the effect-size estimates by selected variables including the aforementioned key characteristics of studies. The use of ANOVA may violate the assumption about the independence of observations (see Hedges, 1990, for a discussion of statistical dependence among effect sizes). Some of the studies reanalyzed the data of previous studies. In this case, dependency may exist among those studies as a result of using the same data, even though they involved independently chosen, different analytical methods and thus produced different results. One way to handle this dependency is to create a conservatively independent sample of estimates by grouping effect sizes that were identified as possibly correlated and using the average value of effect sizes within each group for further analyses (see Hedges, Laine, & Greenwald, 1994). Therefore, in this meta-analysis, I also calculated the average effect size by grouping effect sizes that were drawn from the same or comparable sources of data, such as samples drawn from the same grade or age population and tested in the same subject, and then combining the results across groups.

**Results**

**Distribution of the Effects**

Generally, seven studies favored states with high-stakes testing, six studies had mixed or insignificant findings, and one study favored states with low-stakes testing.
The average effect size from all 76 estimates as shown in Figure 1 turned out to be modestly positive, while the effect sizes varied substantially among the measures, ranging from –0.67 to 1.24 ($M = 0.31, SD = 0.41$). The median value of all 76 effect-size estimates was 0.24. The 95% confidence interval for the sample estimate of its population effect size ranged from 0.22 to 0.40, and the average effect size of 0.31 was significantly greater than zero ($p < .001$).

To address statistical dependency among effect-size estimates that were drawn from the same data source, I recalculated the average effect size by grouping effect sizes into 10 distinctive groups as classified by subject and grade or age and using the number of available effect-size estimates in each group as weight. The grand mean effect size was 0.17 as obtained through an unweighted mean of 10 group means ($M = 0.21$ for 4th grade reading; $M = 0.36$ for 8th grade reading; $M = -0.01$ for 4th to 8th grade reading; $M = 0.00$ for 8th to 12th grade reading; $M = 0.51$ for 4th grade math [age 9]; $M = 0.39$ for 8th grade math [age 13]; $M = 0.04$ for math at age 17; $M = -0.09$ for 4th to 8th grade math; $M = -0.04$ for 8th to 12th grade math; $M = 0.27$ for 4th to 8th grade reading and math combined). Although this newly computed average effect size of 0.17 remained significantly greater than zero ($p < .05$), its magnitude shrank to only half of the average effect size that was obtained earlier without consideration of statistical dependence.

![Distribution of 76 effect-size estimates from 14 studies on the effects of high-stakes testing and accountability policy on reading and math achievement.](http://rer.aera.net)
Factors Accounting for Variations in the Effect-Size Estimates

The average effect size can be highly misleading, because it obscures substantial variations between and within studies. The between-study variation was significantly greater than the within-study variation, $F(13, 62) = 2.92, p < .01$. In the following sections, key factors that may have influenced variations in effect sizes among studies as well as within them are discussed and analyzed using ANOVA.

Independent variables. Effect sizes may vary among studies depending on the nature, types, and timing of accountability policies used as independent variables. The central question arises as to whether all of the studies actually used the same criteria for their classification of states as having high-versus low-stakes testing or strong versus weak accountability. Despite much overlap, not all studies addressed the same construct of policy treatment.

Lee (1998) used a comprehensive measure of standards-based education reform including not only high-stakes testing but also teacher certification requirements during the 1980s to explain NAEP achievement results. Fredericksen (1994), Bishop et al. (2001), and Jacob (2002) examined the effect of a single policy, high school exit exams, which was introduced first in the late 1970s and 1980s and aimed primarily at student-level accountability. Bishop et al. and Hanushek and Raymond (2004) examined school accountability policy in the 1990s, that is, the effect of giving rewards or sanctions for schools’ academic performance.

Recent studies also covered a combination of student and school accountability policies. Amrein and Berliner (2002), Carnoy and Loeb (2002), and Lee and Wong (2004) considered both student and school accountability policies for their identification of high-stakes testing states or construction of accountability policy indexes. Unlike previous measures that relied on single surveys, the most comprehensive measure of test-driven external accountability policy was constructed by Lee and Wong, who combined three different policy survey data sets. It turned out that these different measures of policy index were closely related to one another, with average correlations of .7 or higher. When the list of 18 high-stakes testing states in Amrein and Berliner’s study is compared with the list of 12 strong-accountability states in Lee and Wong’s study, 10 states are common to both. Therefore, one may reasonably assume that the studies shared very similar policy environments capturing external test-driven accountability.

By and large, the effect sizes do not vary significantly by the primary target of accountability policy studied ($M = 0.27$ for school accountability, $M = 0.32$ for student and school accountability combined, and $M = 0.31$ for student accountability). This finding does not lend strong support to claims for school accountability (Hanushek & Raymond, 2004) or claims for student accountability (Bishop et al., 2001). The finding also raises a question about the claim that accountability policy should involve consequences for students as well as schools to effectively change student behaviors and outcomes (Peterson, 2006; Porter & Chester, 2002).

Is it accountability policy only that had an impact on the achievement gains? When examining this question, studies are vulnerable to model specification bias, that is, the omission of a confounding policy variable as a predictor of achievement gain. It is not possible to disentangle the effects of a single particular policy from other policies adopted at the same time. Although some researchers acknowledged that test-driven accountability policies are just one component of standards-based
education reform, they did not investigate this issue. The exceptions are Braun (2004) and Lee and Wong (2004), who both attempted to control for a broader measure of standards-based education reform policy. Although both studies did not find any significant changes as a result of the control, this does not rule out any other rival explanations.

What is simply called accountability policy in some studies actually refers to test-driven external accountability policy. Although test-driven accountability policy became more popular during the 1990s, it was added on to preexisting input-based accountability policy instead of replacing it. Because many reform states were active in adopting both types of accountability policy during the 1990s, looking at only one type of accountability policy may result in an overestimation of the policy effect on student achievement.

Grissmer and Flanagan (1998) pointed out that both North Carolina and Texas had multilevel systems of accountability, with schools as the primary focus of rewards and sanctions. Challenging this argument, Darling-Hammond (2000) pointed out that student assessments were not in place and accountability policies were not in effect by the time of the 1996 NAEP assessment in those two states and suggested that the states’ achievement gains may be related to higher teacher certification standards, salaries, and professional development policies. To test these competing hypotheses, a measure of teacher standards policy was added to Carnoy and Loeb’s (2002) regression analysis model of eight grade mathematics achievement gains from 1996 to 2000. Although this change did not influence the effect of accountability policy, it was more appropriate to look at the policy effects on achievement gains for the extended period, because those teacher certification standards were adopted before 1996. The state teacher certification policy had a significant positive effect on the NAEP eighth grade mathematics gain scores from 1990 to 2000, whereas the state accountability policy did not (see Table 1). The result of this analysis suggests that the estimation of policy effects is sensitive to model specification and that the effects of both input-oriented and performance-based educational accountability policies need to be investigated simultaneously.

Effect sizes tend to vary among studies by their time periods ($M = 0.47$ for the late 1990s, $M = -0.13$ for the early 1990s, and $M = 0.08$ for the 1980s). The average effect size from studies covering the late 1990s (1996 to 2000) was significantly larger than that from studies covering the 1980s or early 1990s (1992 to 1996) ($p = .002$). This trend may be attributable to the fact that the focus of high-stakes testing and accountability policy has shifted from ensuring minimum competency and basic skills for low-achieving students to high standards and proficiency for all students. For example, Jacob (2001) related the absence of a high school graduation exam effect on achievement to the unchallenging nature of pass–fail minimum competency testing, which produces very high passing rates. However, some states adopted more rigorous testing than others (Bishop et al., 2001; Achieve, 2004). This interstate variation in the level of performance standards and the difficulty of passing tests needs to be considered in future studies.

Does the timing of the accountability policy variable match the time frame of the achievement outcome variable to capture the hypothesized policy effect? There is a potential bias arising from not considering variation among states in the starting point and duration of their accountability policies. In evaluating the policy effect, most studies gave no explicit consideration of when the policies became
TABLE 1
Estimated effects of accountability policy and teacher standards policy on the NAEP math state average achievement gain scores

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher standards index</td>
<td>0.38 (0.82)</td>
<td>0.84 (1.79)</td>
<td>1.41* (2.25)</td>
</tr>
<tr>
<td>Accountability index</td>
<td>1.29* (2.19)</td>
<td>1.41* (2.36)</td>
<td>1.27 (1.67)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>–0.11 (–1.03)</td>
<td>–0.03 (–0.28)</td>
<td>–0.14 (–1.20)</td>
</tr>
<tr>
<td>Constant</td>
<td>26.79 (1.13)</td>
<td>8.52 (0.35)</td>
<td>41.78 (1.32)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.37</td>
<td>.40</td>
<td>.47</td>
</tr>
<tr>
<td>$N$</td>
<td>31</td>
<td>30</td>
<td>25</td>
</tr>
</tbody>
</table>

*Note. The teacher standards index was constructed with data from the Council of Chief State School Officers (1996) survey of state entry-level teacher certification requirements. The total number of requirements adopted by states among these five items was coded as an index of state-level teacher certification policy: (a) basic skills test, (b) professional skills test, (c) subject specialty test, (d) classroom observation, and (e) portfolios. The accountability index was drawn from Carnoy and Loeb (2002). Both the teacher standards index and the accountability index are on the same scale, ranging from 0 to 5. The accountability policy index was modestly correlated with the teacher standards policy index ($r = .35$). Regression coefficients were obtained from weighted least squares regression using the inverse of the standard error of the dependent variable as a weight. Values in parentheses are $t$ statistics. NAEP = National Assessment of Educational Progress.

*p < .05.

effective and how long the students in the NAEP sample were exposed to the policies. Further complicating this state policy calibration is that some states may have revised their policies over time.

For example, Carnoy and Loeb’s (2002) accountability policy index was constructed with data from the Consortium for Policy Research in Education’s survey of policies that were in effect as of 1999–2000. It requires caution when the 1996 and 2000 NAEP measures were used to evaluate the effect of policy that had been adopted before 1996. Carnoy and Loeb argued that “since the NAEP mathematics test was given in 1996 and 2000, it provides a good measure of whether state accountability systems—many of which came into being in the mid-1990s—are having a significant effect on student learning outcomes” (pp. 308). However, this statement is not valid for some policies, particularly that of the high school exit exam, that were adopted in many states before the mid-1990s; the 1st year when eighth grade students were affected by high school exit tests was 1993–1994 for New York, 1989–1990 for North Carolina, and 1986–1987 for Texas. Consequently, not only the 2000 eighth grade cohort but also the 1996 eighth grade cohort should have been affected by high school exit tests.

Eighth graders’ academic achievement is a cumulative product of schooling that they received throughout the K–8 schooling period. The schooling period for the 1996 NAEP eighth grade cohort was 1987 to 1996, and the counterpart for the 2000 NAEP eighth grade cohort was 1991 to 2000. Because a 5-year period (1991 to 1996) was common to both cohorts, the effect of a policy that
was adopted and implemented prior to 1996 should be shared by the two cohort groups. Therefore, what is under evaluation in this case is actually not so much the effect of a full-scale policy as the effect of the varying degree of exposure of each cohort to a given policy.

**Dependent variables.** Effect sizes tend to vary among subjects, grades, and time periods chosen for the analysis of student achievement outcome variables. First, the accountability policy effect is greater for mathematics than for reading ($M = 0.36$ for math, $M = 0.20$ for reading). However, the mean difference of 0.16 is not statistically significant ($p = .31$). Direct comparison of the results between two subject areas needs caution, because the NAEP results for reading covers only fourth grade over a relatively short time period. Moreover, relatively few studies examined the effect of policy on reading achievement; some studies that dealt exclusively with math may have chosen to report only such highly significant results after the fact.

Second, comparison of the effect sizes by grade level shows that the effects are relatively larger at the lower grade levels ($M = 0.41$ for elementary school grades, $M = 0.27$ for middle school grades, and $M = 0.03$ for high school grades). However, the difference between grade levels is not statistically significant ($p = .14$). Studies using the NAEP (Fredericksen, 1994), NELS (Jacob, 2001), or SAT or ACT (Amrein & Berliner, 2002) did not lend support for the effect of high-stakes testing at the high school level. Because the major target of high-stakes testing policies (e.g., high school exit exams) was often the high school population, this result appears to contradict an expectation of a greater policy effect at the upper grade levels.

Third, the effect sizes do not vary systematically by the length of time period for evaluating achievement gains ($M = 0.33$ for one-shot gains, $M = 0.38$ for 4-year gains, and $M = 0.31$ for 8-year gains). The overall mean difference by the length of achievement gains is not statistically significant ($p = .95$). This result appears to be inconsistent with the expectation that longer exposure to a given policy as a treatment will generate more significant effects. There are potential threats to the validity of not only cross-sectional studies using achievement status in a particular year but also repeated cross-sectional studies that do not consider possible regression and trend artifacts in evaluating achievement gains for a limited time period.

Were the high-stakes testing states’ observed achievement gains in the 1990s inflated because of “regression to the mean” or the continuation of a previous trend? As some studies pointed out, so-called high-accountability states were relatively lower performing states even before they adopted accountability policies. In their analysis of math achievement gain scores from 1996 to 2000, Carnoy and Loeb (2002) statistically controlled for the baseline measure of state performance assessed in 1996 and took into account the possibility of a regression to the mean. However, they did not consider the effect of a previous performance trend on the achievement gain scores from 1996 to 2000.

Indeed, achievement gain scores are not very stable at the state level. The correlation of the fourth grade mathematics gain score from 1996 to 2000 with that from 1992 to 1996 is .11, and the correlation of the eighth grade mathematics gain from 1996 to 2000 with that from 1992 to 1996 is .26. In other words, states that gained more from 1992 to 1996 did not necessarily continue to gain more from 1996 to 2000. The volatility of gain scores requires that one look at changes in
performance over the long run. The studies differed in the ways in which sampling errors of gain score estimates were considered in analyzing and interpreting the effects of accountability policy. For instance, Amrein and Berliner (2002) did not consider sampling errors at all, whereas Braun (2004) conducted reanalysis with explicit consideration of sampling errors.

Finally, there are some differences among the studies in their choice of outcome variable metrics and interpretations. Most studies simply used original scale scores to compute and analyze gain scores. Some studies, such as those of Amrein and Berliner (2002) and Braun (2004), used relative gain scores by subtracting national average gain scores from state average gain scores. Such norm-referenced transformation made the state gain scores appear smaller and less significant. However, this choice did not affect the estimation of effect size in Braun’s reanalysis, in which the same metric was applied to low-stakes testing states as well.

In contrast, Carnoy and Loeb (2002) chose to use a criterion-referenced measure of gain, that is, change in the percentage of students meeting at desired achievement levels, as the metric of outcome variables. The NAEP’s percentage of students at or above the basic or proficient level is not a linear measure of achievement, unlike the scale score derived through scaling procedure used in item response theory. For example, a lower achieving state’s gain from 0% to 10% at or above the proficient level may imply a greater amount of improvement in state average achievement than a higher achieving state’s gain from 50% to 60% at or above the proficient level. Although this problem may affect the comparison of high-stakes versus low-stakes testing states’ achievement gains, the choice of different metrics did not substantially alter their findings.

**Analytic samples.** The comparison of states in the prior studies did not include all 50 states but only states that were available in the NAEP data. Because about 30% of the states were not included in most studies’ analytic samples, it is difficult to generalize the NAEP state assessment results to the entire nation. Nonparticipating states are likely to differ from participating states because they were not randomly chosen but rather self-selected to participate in the NAEP. For example, the excluded states turned out to be relatively weak accountability states on the basis of Carnoy and Loeb’s (2002) state accountability policy index. The average accountability policy index for the nonparticipating states in the 1996 to 2000 NAEP \( (n = 17) \) is 1.7, whereas the average policy index for participating states \( (n = 33) \) is 2.3. If the nonparticipating states had made similar or larger achievement gains than the participating states during the same period, then the reported effect of the accountability policy on student achievement may have been slightly biased upward.

There were also inconsistencies in the number of states included in the analytic samples among the studies depending on the time period, grade, and subject. Carnoy and Loeb (2002) inflated their analytic sample size of states by using an interpolation method to estimate the gains for the states that had no reported NAEP achievement measures for a particular year. Four states—Idaho, Illinois, Ohio, and Oklahoma—did not participate in the 1996 NAEP, and thus, there could not be any measure of achievement gain from 1996 to 2000. Nonetheless, the four states were included in the authors’ analytic sample, and the mathematics achievement gains from 1996 to 2000 for those four states were estimated. Because the authors did
not check and report if using the inflated list of states induced differences in their finding, the same regression analysis has been conducted without those additional states. The results of reanalyses for both the fourth and eighth grade samples showed that the effects of accountability index on gains remain significant.

Schools and student samples were randomly selected in participating NAEP states. Although the random sampling of schools and students may help ensure the representation of their target populations within each state, there are potential biases in excluding certain groups of students, including those with learning disabilities and English language learners. Because the exclusion rate of such students varied from state to state, Amrein and Berliner (2002) pointed out that the larger achievement gains in high-stakes testing states such as North Carolina and Texas are attributable partly to their relatively large increases in exclusion rates. For instance, there was a 10% increase of the exclusion rate for North Carolina and an 8% increase of the exclusion rate for Texas between the 1992 and 2000 NAEP fourth grade math assessments. However, Braun (2004) showed that those two states were outliers that deviated from the overall pattern of a relationship between change in the exclusion rate and gain scores among all participating NAEP states. In addition, in Carnoy and Loeb’s (2002) and Raymond and Haushek’s (2003) studies, it appears that statistically adjusting gain scores for changes in exclusion rates did not lead to significant changes in the estimation of policy effects.

Finally, studies also varied in terms of observed policy effects for racial subgroups of students. Among the 14 studies, only a few disaggregated the results by racial group to explore the policy effects on achievement gaps. Carnoy and Loeb (2002) found that the effects of accountability policy were greater for Blacks and Hispanics than for Whites, thus narrowing the racial achievement gaps. In contrast, Hanushek and Raymond (2004) found the opposite direction of policy effect: a widening Black–White gap. Finally, Lee and Wong (2004) and Nichols et al. (2006) did not find any significant policy effects on racial achievement gaps. This discrepancy may be related to their investigation of different time periods and use of different analytical methods. It turns out that the overall mean difference among racial groups ($M = 0.25$ for Whites, $M = 0.36$ for Blacks, and $M = 0.32$ for Hispanics), on the basis of 10 effect-size measures for each group from those 4 studies, is not statistically significant ($p = .95$). Among the 14 studies, only Lee and Wong examined changes in the achievement gap among socioeconomic subgroups of students (on the basis of the availability of home reading materials, eligibility for free or reduced-price lunch, and the level of parental education) under state test-driven accountability policy, showing largely insignificant policy effects on the social achievement gaps.

Analytical methods. Are the eighth grade achievement gains between two time points simply due to the fact that the eighth graders who participated in the earlier NAEP were different from the eighth graders participating in the later NAEP? Obviously, under this grade-based successive group comparison method, the two groups assessed at different years represent different cohorts of students. Although some studies, such as Carnoy and Loeb’s (2002) analysis of achievement gain scores from 1996 to 2000, did consider demographic changes between the two cohort groups, there are many unknown differences in subject characteristics that might confound the estimated effects of accountability policy on student achievement.
In contrast, the cohort-based tracking method to examine states’ academic improvement on the NAEP from 1996 to 2000 was to compare NAEP scores from the 1996 fourth graders with those from the 2000 eighth graders. Because the NAEP used separate sampling procedures each year, there is no guarantee that the 1996 fourth grade sample can be well matched to the 2000 eighth grade sample. Nevertheless, the gain scores obtained through such a quasi-longitudinal tracking of the same cohort are more likely to be free from the cohort artifact.5

For this review, the data from Carnoy and Loeb’s (2002) study were reanalyzed by substituting the mathematics gain scores from 1996 fourth graders and 2000 eighth graders as an outcome variable while keeping the same accountability index as a predictor. The effect of the accountability index on achievement gain turned out to be too small to be significant (see Table 2). The baseline performance measure (i.e., 1996 fourth grade mathematics score) has a negative effect on the amount of the gain from 1996 fourth graders to 2000 eighth graders. The accountability index remains insignificant after changes in the racial and social composition of the sample are controlled for. The policy effect is also absent for the quasi-longitudinal analysis of reading achievement gains (i.e., the gains from 1994 fourth graders to 1998 eighth graders). This implies that there is high degree of inconsistency in the estimated effect of the accountability index depending on the analytical method used and that the observed effect of accountability policy may reflect a cohort artifact.

Among the 76 effect-size measures, 14 came from cross-sectional studies and 62 from longitudinal or quasi-longitudinal studies. Sixteen of those 62 estimates used a cohort-based tracking method for the analysis of achievement gain, whereas 46 used a grade-based or age-based successive group comparison method. Figure 2 shows that the estimate of the policy effect is null for cohort-based analysis ($M = 0.03$) but moderately positive for grade-based or age-based analysis ($M = 0.40$). The mean difference of 0.37 between the two methods is

---

**Table 2**

*Estimated effects of accountability policy on the NAEP math and reading state average gain scores*

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability index</td>
<td>0.49 (1.53)</td>
<td>1.50** (3.83)</td>
<td>0.17 (0.36)</td>
<td>0.32 (0.81)</td>
<td>0.46 (1.20)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>–0.06 (–0.89)</td>
<td>0.03 (0.47)</td>
<td>0.21 (2.17)</td>
<td>–0.12 (–1.60)</td>
<td>–0.28*** (–3.99)</td>
</tr>
<tr>
<td>Constant</td>
<td>15.37 (1.02)</td>
<td>–7.77 (–0.47)</td>
<td>5.44 (0.25)</td>
<td>27.07 (1.68)</td>
<td>106.92 (7.04)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.12</td>
<td>.37</td>
<td>.13</td>
<td>.15</td>
<td>.47</td>
</tr>
<tr>
<td>Sample size</td>
<td>35</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td>32</td>
</tr>
</tbody>
</table>

Note. The accountability index was drawn from Carnoy and Loeb (2002). Regression coefficients were obtained from weighted least squares regression using the inverse of the standard error of the dependent variable as the weight. Values in parentheses are t statistics. NAEP = National Assessment of Educational Progress. **p < .01. ***p < .001.
statistically significant ($p < .001$). This contrast indicates that the results are highly sensitive to the choice of analytic method. One may conjecture that this difference between the two methods, as shown by the larger effect for grade- and age-based comparison than for cohort-based comparison, is attributable to a difference in the time span of achievement gains: A cohort-based comparison method affords only a 4-year gain because of the NAEP’s state assessment target grades being fourth grade and eighth grade, whereas an age- or grade-based method allows for a longer time span (e.g., 10 years from 1990 to 2000). Nevertheless, as reported in the previous section, the length of time was not significantly related to the size of achievement gains.

Another critical research design factor that may have caused differences in the findings among the studies was the point of comparison, that is, which of the states are treated as a comparison group. Raymond and Hanushek (2003) criticized Amrein and Berliner’s (2002) decision to compare high-stakes testing states with the national average instead of with low-stakes testing states as the violation of a basic principle of scientific research. In fact, this choice made a difference in the average effect-size estimates between Amrein and Berliner’s analysis and subsequent reanalyses of the same data ($M = 0.08$ for Amrein and Berliner and $M = 0.57$ for a combination of studies including Braun, 2004; Raymond and Hanushek, 2003; and Rosenshine, 2003).

FIGURE 2. Box plots of the distributions of accountability policy effect-size estimates by methods for analyzing gain scores ($n = 16$ for cohort-based analysis, $n = 46$ for grade- or age-based analysis).
Effect sizes. The effect-size estimates were based on the attributes of individual studies in terms of their chosen units of analysis and types of scores used (see the Appendix). It needs to be noted that there were subtle variations among the studies in their units of analysis and types of scores used as the basis of effect-size calculation. Some studies used student-level data, whereas others used state-level aggregate data. Among the 14 studies, 3 (Fredericksen, 1994; Jacob, 2001; Lee & Wong, 2004) used individual student-level data, whereas the other 11 studies used state-level aggregate data. Therefore, yardsticks used as the denominators of the effect-size formulas varied by the level at which the standard deviation was calculated (student level vs. state level) and the types of scores used for this computation (state-level average scores vs. gain scores). The differentiation of effect-size calculations on the basis of (a) state-level standard deviation and (b) student-level standard deviation can help address policy questions at different levels of application: (a) What is the effect of adopting test-driven accountability policies on individual states’ achievement status or gains relative to other states? and (b) What is the effect of test-driven accountability policies on individual students’ achievement relative to the national norm? Most studies included in this review used NAEP state-level aggregate gain scores as dependent variables, and thus, the estimation of the average effect size was heavily influenced by those studies. Policy makers may be concerned about the question of how much their states would improve in terms of average achievement (compared with other states) if they adopted high-stakes testing with stronger accountability. For instance, an effect size of 1 from this type of study means that an average-improving state will advance its rank of achievement gain from the 50th percentile to the 84th percentile. Although this progress sounds enormous, it does not translate into the same level of progress for individual students, whose achievement distributions are much more heterogeneous than are those of states.

Although standard deviations of NAEP scale scores vary slightly by grade, subject, and year, the student-level standard deviation is about 4 times greater than the state-level standard deviation of average scores, which in turn exceeds the state-level standard deviation of gain scores. Clearly, estimating effect sizes on the basis of the distribution of state-level versus student-level test scores can give quite different impressions about policy effect. For instance, Hanushek and Raymond (2004) calculated effect sizes on the basis of the standard deviation of state-level average scores. Carnoy and Loeb (2002) did not directly report the effect sizes of accountability policy, but they referred to the standard deviation of state-level gain scores as their yardstick of the effect size; they claimed that

with a mean gain of 4.8 percentage points and a standard deviation of 3.6 in average state proportions scoring at or above basic skill levels, the increase in gain from raising the external pressure on schools by the state appears to be substantial. (p. 313)

This statement can be misleading, because most states made very small and insignificant gains that appear larger than they really are when interstate variations in gain scores are used as a criterion to evaluate the effects of a policy. In contrast, Lee and Wong (2004) used the standard deviation of student-level test scores as an alternative yardstick to gauge effect size. For an increase of 2 standard deviations in accountability policy score (changing from weak to strong status), their estimated
mathematics score gain for all eighth grade students from 1992 to 2000 was about 10 points. This 10-point gain amounts to 2 standard deviations of the state-level gain scores ($SD_{\text{state}} = 4.5$) but less than one third of the standard deviation of student-level scores ($SD_{\text{student}} = 36$).

Recalculating all 76 effect-size estimates using the student-level standard deviation as opposed to the state-level standard deviation produces a much smaller mean effect size of 0.08. This average effect size with the student-level standard deviation is only about a quarter of the average effect size that was obtained with the state-level standard deviation. This student-level effect means that individual students may improve their reading or math achievement by 8% of 1 standard deviation (e.g., from the 50th to the 53rd percentile) relative to the national population of all students across states, when their own state switches to high-stakes testing or moves from weak accountability to strong accountability. This small amount of gain may translate into the equivalent of 2 to 3 months of learning, depending on their grade level; this is based on the estimated rate of academic growth per grade in NAEP reading and math, which is about 0.4 standard deviations in the middle grades (between 4th grade and 8th grade), and a quarter of a standard deviation in high school grades (between 4th grade and 12th grade).

Discussion

Limitations of Prior Studies

Because there has been a strong call for evidence-based education policy, the validation of studies requires that their findings stand up to rigorous scientific scrutiny (Shavelson & Towne, 2002; Slavin, 2002). The aforementioned studies share several limitations. The biggest threats to the internal validity of causal-comparative and correlational studies arise from the nonrandom assignment of states to treatment (test-driven accountability policy in this case), which results in many unknown differences in the characteristics of subjects between treatment and comparison groups (see Campbell & Stanley, 1963). This threat to internal validity prevents us from interpreting correlations as causal relationships and attributing states’ achievement gains to their accountability policy. Although most researchers acknowledged the limitations of ex post facto research design, their findings were not often viewed as tentative, falsifiable evidence that needs verification.

One of threats to the internal validity of previous studies comes from the fact that they fell short in defining and measuring state accountability policies as independent variables. They often failed to differentiate multiple types of educational accountability policies (e.g., teacher vs. student accountability) that coexisted in states and to examine their separate and joint effects. Although external, test-driven school accountability that rewards or sanctions whole schools for their academic improvement through high-stakes testing may have become a national prototype of accountability, this system is limited in its design and impact. Future research needs to broaden the notion of educational accountability from this fundamental question: Who is held accountable for what, how, and why? Along each of these dimensions, we can classify accountability policies into categories. For example, the logic of current external test-driven accountability policy appears to draw on rationalistic and behaviorist views of human behavior by positing that holding schools, teachers, or students (the question of who) accountable for academic
performance as measured by standardized tests (the question of what), with incentives such as rewards and sanctions (the question of how), will inform, motivate, and reorient the behavior of schooling agents toward the goal (the question of why) (see Benveniste, 1985; Wise, 1979; Rowan & Miskel, 1999).

Researchers also should attempt to further refine their test-driven accountability policy measures by capturing variations within this narrow accountability subtype in terms of specific design features of the programs such as the measurement of status versus gain scores, the method of adjustment for factors out of school control that influence test results, and the magnitude of incentives (see Clotfelter & Ladd, 1996; Linn, 2001). Indeed, the simple dichotomization of states into high-stakes testing versus low-stakes testing categories is no longer relevant under NCLB, which has spread high-stakes testing to all states. Researchers also should explore advanced measurement models to construct more valid and reliable measures. There were previous attempts to use psychometric models, such as Rasch models, with the use of state policy survey data for measuring state activism in standards-based education reform as a package (see Lee, 1997; Swanson & Stevenson, 2002).

The studies reviewed herein examined policy effects on achievement during the past two decades prior to NCLB, but some policies may still be too recent to make measurable effects. Student accountability polices may have more immediate impact, such as academic promotion or graduation depending on test performance. School accountability policies may take longer. Although states report on school performance, the reporting may not translate into real sanctions in immediate terms; there may be sanctions after 3 to 5 years of failing performance. In other words, accountability systems vary on the actual and immediate use of “high-stakes” measures. If these are designed for a longer term purpose, then they are not likely to have any effects. Clearly, there is a need for evaluating the policy effect over the long run.

Because not all states had participated in the NAEP before NCLB, the studies reviewed herein also raise questions about the generalizability of their findings to all states, including non-NAEP states. Will the estimated effect of accountability policy show up in other unexamined subjects and grades as well? Although the studies’ use of a large-scale NAEP database with a statewide representative sample of students may contribute to their external validity, there are other potential limitations, such as nonparticipating states, limited time periods, and selected grades and subjects, that constrain the generalizability of the study findings. This problem may be ameliorated in future studies as the role and scope of NAEP has expanded to include all states with biennial testing as a result of NCLB. At the same time, however, NAEP may become less immune from the threat of test contamination as a result of its enhanced role to confirm state assessment results under NCLB, which will generate pressure for NAEP-driven achievement gains.

Whether high-accountability states averaged significantly greater gains on the NAEP than students in states with little or no accountability measures, reasons for the presence or absence of an expected effect remain to be investigated and explicated fully. Previous studies tended to take a purely empirical or atheoretical approach in evaluating the policy effect. Most studies did not present any theoretical or conceptual framework about the mechanism through which accountability policy might have affected student outcomes. This kind of black-box approach

626
ignores variables that can moderate or mediate the relationship between state policy and student outcome variables. Part of this problem is attributable to the use of states as the unit of analysis and concerns about aggregation bias at the state level as well as concerns about limited sample size and loss of power as a result of adding more predictors.

Critics point out that the working theory behind test-based accountability system is fatally simple and that internal accountability must precede external accountability (Elmore, 2002; Newmann, King, & Rigdon, 1997; O’Day, 2002). Although some of the reviewed studies mentioned the importance of capacity building and funding in their literature reviews, their analyses lacked specification and testing of any mechanism by which test-driven accountability policy may have affected student achievement in a multilayered state educational system. One critical factor that might facilitate or constrain the effect of accountability policy on achievement is the level of state support to help schools meet the standards (Harris & Herrington, 2006). Lee (2006a) showed that the effect of accountability policy is moderated by school support; strong accountability states that provided relatively favorable schooling conditions in terms of class size, teacher qualification, and per pupil spending made larger gains than their counterparts that did not. Further investigations are needed to understand the circumstances in which test-driven external accountability policy works.

Finally, the important question remains as to how accountability policy compares with other educational policies in terms of effect and what it costs in comparison with such alternatives. Standards-raising education reform and accountability policies were popular with state legislators because they held out the hope of greater cost-effectiveness (Berliner & Biddle, 1995). It was argued that the cost of testing and accountability was small relative to the cost of other expensive educational programs such as class size reduction; the cost of paying for tests, publishing results, and writing and publishing the standards on which the tests are graded is about $5 per student on average (Hoxby, 2002). This estimate, however, included only the most basic part of an accountability system. Further studies are needed to address the cost of monitoring, identifying, assisting, rewarding, and/or punishing the target population of accountability according to test results and other related information.

Among the studies reviewed in this article, very few investigated adverse side effects of high-stakes testing policy. Carnoy and Loeb (2002) reported no harmful state accountability policy effect on student retention or high school completion rates. However, the comparability of such statistics as reported by state departments of education remains dubious in the absence of common criteria and reliable measures. Jacob (2001) showed that high school graduation exams increased the probability of dropout among the lowest ability students but not among the average students. Evidence on the effects of accountability policy on academic achievement must be weighed carefully with more evidence on potential harms and risks (see Heubert & Hauser, 1999; Lee, 2007; Madaus & Greaney, 1985; Orfield & Kornhaber, 2001; Shepard, 1991).

It is inappropriate to make decisions about students or schools on the basis of a single measure of achievement (American Educational Research Association, American Psychological Association, & National Council on Educational Measurement, 1999). Whereas states could previously use multiple sources of information to make
accountability determinations and set their own timelines before NCLB, the law now prescribes both the nature of accountability measures and the timelines for achievement (Marion et al., 2003). Although states still have an option to use multiple assessments for accountability decisions, the U.S. Department of Education requires that they ensure that the assessments are aligned with state standards and are of acceptable technical quality. Some see this option as a compromise that might result in assessment patchwork, and only a few states considered use of locally selected and/or locally developed assessments (Erpenbach, Forte-Fast, & Potts, 2003). Others argue that classroom assessments, administered over the full course of a year, can provide more complete measures of the key standards identified by the state that are otherwise impractical to assess on a large-scale basis (Baker, 2003; Commission on Instructionally Supportive Assessment, 2001). Studies of test-driven accountability need to pay attention to the relative costs and benefits of using national, state, and/or local assessments for accountability decision making.

**Implications for Research and Policy**

Although NCLB calls for evidence-based education policy, the past research on the impact of test-driven accountability policy on achievement tends to fall short of meeting rigorous scientific research standards. Any causal attribution from such observational studies is not warranted because of many serious threats to internal validity. Moreover, this review has limitations in that it was restricted to cross-state causal-comparative or correlational studies that used comparable test results across states, such as the NAEP and NELS, to explore the effects of states’ test-driven external accountability policy on reading and/or math achievement. The use of restrictive criteria for the inclusion of studies may have resulted in a loss of insights from relatively smaller scale studies that used state and local assessment results to assess the effect of high-stakes testing at the district, school, or classroom levels. Further study is needed to compare and synthesize the evidence from studies of accountability that have been conducted at different levels of the school system with different sources of data. Preliminary review of some recent studies that examined the impact of school and student accountability programs on academic achievement on the basis of state or local data suggest mixed and inconclusive evidence as well; for example, the sites of studies with such conflicting views and evidence include Chicago (Bryk, 2003; Jacob, 2003) and California (Betts & Danenberg, 2002; Hauser, 2002). These smaller scale studies of individual state or district data also were not free from the aforementioned limitations of larger scale studies of national data. Researchers who work with local data may be in a better position to capture the effects of programs in flux and investigate complex processes within schools and classrooms. At the same time, they need cautions because of potential biases in using results from high-stakes state and local tests that function as an intervention as well as a measure of student outcomes.

With these caveats in mind, this review of large-scale studies using national data can make a timely and important contribution to policy discussion by producing more generalizable knowledge on the effects of high-stakes testing policy on the basis of common national benchmarks for the comparison of student achievement outcomes. The meta-analysis of 76 effect-size estimates drawn from 14 selected studies showed a modestly positive policy effect on average but no significant
effect on narrowing the racial achievement gap. More important, the analysis revealed substantial discrepancies among studies, particularly between grade- and age-based analyses of cross-sectional or repeated cross-sectional data and cohort-based longitudinal or quasi-longitudinal analyses. Therefore, educational policy makers and practitioners should be cautioned against relying exclusively on research that is consistent with their ideological positions to support or criticize the current high-stakes testing policy movement. They should become aware of potential biases arising from the uncertainty and variability of evidence in the literature. This article raises questions about the scientific basis of NCLB and state accountability policy and possible social consequences of the policy on the basis of inconclusive evidence and/or false premises about the policy impact on student achievement.

How large of an effect is enough to declare a policy a success? There is no one-size-fits-all criterion to evaluate the size of a policy effect, and many studies were vague about the benchmark that can be used to judge any practical import of their findings about policy effects. The contrast of effect-size estimates on the basis of student-level versus state-level distributions of test scores leads to different impressions about the practical significance of test-driven accountability policy effects. Furthermore, if we also evaluate the size of the reported policy effect relative to an announced policy goal (e.g., NCLB’s goal of reaching 100% proficiency for all students by 2014), test-driven external accountability policy turns out to be far less effective. For White eighth graders in Carnoy and Loeb’s (2002) study, for example, a two-step move (e.g., shifting from simple testing requirements to having moderate repercussions for schools and districts in combination with a high school exit test) would only bring about a 2.5 percentage point gain in the percentage of students reaching or exceeding the proficient level.

Past studies generally focused on the issue of whether high-stakes testing policy works in general, but they did not answer other important questions, such as under what circumstances the policy works and which groups benefit more or less from the policy. The synthesis of past studies reveals that there were no systematic differences between high-stakes and low-stakes testing states in their progress toward narrowing racial achievement gaps. If test-driven accountability policy left pernicious achievement gaps unchanged during the 1990s, it could signify policy deadlock to the past national progress in narrowing the Black–White and Hispanic–White achievement gaps during the 1970s and early 1980s (Lee, 2002). Although this article’s review relied on a limited number of studies of state accountability policies during pre-NCLB period only, it challenges the core argument by proponents of test-driven accountability policy that the policy should help close the achievement gap by serving disadvantaged minority students most. Given tensions between improvement of academic excellence and equity, further studies are needed to explore whether and how external test-driven accountability policy can contribute to equity, particularly in narrowing the achievement gap among racial and social groups. Moreover, any hidden costs and adverse side effects of high-stakes testing and accountability policy need further investigations.

It needs to be noted that the studies in this review were able to explore the impact of state high-stakes testing prior to NCLB by comparing the first-generation states that adopted accountability policy prior to NCLB with the second-generation states that did not adopt similar policy until NCLB. To argue that the first-generation
states adopting strong accountability policies prior to NCLB significantly improved academic achievement is not convincing until it can be demonstrated that the alleged effect can transfer to the second-generation states (see Lee, 2006b). Under NCLB, the existence of dual accountability systems and interactions between federal and state policies poses methodological challenges for the analysis of post-NCLB data. Hanushek and Raymond (2004) pointed out the irony that the implementation of NCLB essentially precludes analysis of further impacts of overall accountability systems by eliminating a comparison group of states without accountability systems, although the continuation of individual states’ own locally developed schemes under NCLB may still allow for possible comparison of the impacts of alternative types of accountability systems.

At the same time, there is also the irony that NCLB has permitted national tests to be less of a gauge of state performance than it had been. By requiring that states tie school accountability systems to state-defined performance standards and state-chosen test results, NCLB raises the stakes for state assessments vis-à-vis other tests. If the nation and states continue the current policy course, academic proficiency is unlikely to improve significantly on the NAEP, but it is possible that the state assessment, which is the basis of accountability decisions, will continue to give a false impression of progress (Lee, 2006b). As Congress moves to reauthorize NCLB, it is poised to discuss the topic of increasing the rigor of state standards and tests by linking them to those set at the national level (Olson, 2007). Indeed, the NAEP gains greater importance in the current accountability policy debate under NCLB, because it is often seen as the single most reliable, valid, and readily available tool to compare results across states and to possibly confirm each state’s own assessment results. However, this policy movement toward national standards and testing could increase the risk of mandating a level of learning measured by national tests such as the NAEP and transforming NAEP into a new layer of high-stakes testing.

Notes

1 The use of scores on college entrance exams, such as the SAT and ACT, to evaluate the effect of a high school exit exam can be misleading, because a high school exit exam affects lower achieving students most. Even if the exit exam could affect college-bound students’ achievement as well, using SAT or ACT results for the analysis of their achievement gains is problematic because the trends are influenced by changes in the composition of test takers.

2 Some prior studies may have misled readers and the media by giving the impression that the accountability policies did or did not work, even when the studies lacked scientific rigor and strong evidence. Raymond and Hanushek (2003) called for more rigorous evaluation of studies by the media and policy communities. This problem of what they called “no accountability for research” also can be ameliorated when study authors themselves fully acknowledge limitations and issue strong caveats or warnings about possible misinterpretations.

3 Between 1985 and 1995, the number of states that required passing exams for new teacher licenses doubled, from 13 to 29 for basic skills tests, from 11 to 24 for professional knowledge tests, and from 14 to 24 for subject knowledge tests (Goertz, 1986; Council of Chief State School Officers, 1996).
### Appendix

**Descriptions of cross-state causal-comparative and correlational studies of the effects of high-stakes testing and external test-driven accountability policies on reading and math achievement**

<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fredericksen (1994)</td>
<td>Minimum competency testing</td>
<td>NAEP 1978–1986 math scores</td>
<td>9-, 13-, and 17-year-old students in 25 to 28 states (classified into three groups as high-, moderate-, and low-stakes states)</td>
<td>Age-based analysis of math gain scores in high-stakes vs. low-stakes states</td>
<td>Positive (null to small) 0.22 for 9-year-old math routine 0.13 for 9-year-old math nonroutine 0.08 for 13-year-old math routine 0.12 for 13-year-old math nonroutine 0.02 for 17-year-old math routine 0.05 for 17-year-old math nonroutine</td>
<td>Dividing the average gain score differences between high-stakes and low-stakes states by the standard deviations of student scores</td>
</tr>
<tr>
<td>Lee (1998)</td>
<td>Standards-based education reform including high-stakes testing policies in the 1980s</td>
<td>NAEP 1992 math scores</td>
<td>4th and 8th graders in 40 states</td>
<td>Cross-sectional analysis of the relationship between state policy and achievement</td>
<td>Negative (small) −0.33 for 4th grade math −0.46 for 8th grade math</td>
<td>Converting the correlations between state policy activism and state average math achievement into standardized group mean differences</td>
</tr>
</tbody>
</table>

*(continued)*
<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grissmer &amp; Flanagan (1998)</td>
<td>Standards-based assessments and school accountability system adopted in the 1980s and 1990s</td>
<td>NAEP 1990–1996 math scores and 1992–1994 reading scores</td>
<td>4th and 8th graders in North Carolina and Texas vs. the average state</td>
<td>Case study (indirect estimation of policy effects on gain scores as unexplained by changes in student and school factors)</td>
<td>Positive (null to small)</td>
<td>Subtracting the average standardized gain scores of the two high-stakes states (North Carolina and Texas) from the average of all states' standardized gain scores</td>
</tr>
<tr>
<td>Bishop et al. (2001)</td>
<td>School accountability (stakes for schools and teachers), MCE, EOCE</td>
<td>NAEP 1998 reading and 1996 math scores</td>
<td>4th and 8th graders in 35 to 43 states (comparing New York and North Carolina with EOCE/MCE with others)</td>
<td>Cross-sectional analysis of three types of accountability policy effects with control for state demographic background variables</td>
<td>Positive for school accountability (small)</td>
<td>Dividing the regression coefficients for state accountability policy dummy variables by the standard deviations of test scores</td>
</tr>
</tbody>
</table>
### Appendix (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacob (2001)</td>
<td>High school graduation exams (MCEs) adopted in the late 1970s and 1980s</td>
<td>NELS 1988–1992 reading and math scores</td>
<td>8th graders and 12th graders in 15 states with high school exit exams in comparison with the other states without such exams</td>
<td>Longitudinal analysis of student achievement gains (with controls for student, school, and state characteristics)</td>
<td>Positive for EOCE/MCE (medium to large) 0.79 for 1998 4th grade reading 1.24 for 1998 8th grade reading 1.20 for 1996 4th grade math 0.54 for 1996 8th grade math</td>
<td>Dividing the regression coefficients for graduation test dummy variables by the standard deviations of 12th grade scores</td>
</tr>
<tr>
<td>Amrein &amp; Berliner (2002)</td>
<td>Index of high-stakes testing policies adopted from the 1970s to the 1990s, including graduation exams, public report cards, rewards, or sanctions</td>
<td>NAEP 1992–2000 math, 1990–2000 math, and 1992–1998 reading scores</td>
<td>4th and 8th graders in 18 high-stakes testing states in comparison with the nation as a whole</td>
<td>Grade-based and cohort-based analyses of relative gain scores (as deviations from national average gain scores)</td>
<td>Insignificant 0.04 for 1988 8th grade to 1992 12th grade math 0.001 for 1988 8th grade to 1992 12th grade reading</td>
<td>Dividing the average gain scores of 18 high-stakes states (as deviations from the national average gain scores) by their standard deviations</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carnoy &amp; Loeb</td>
<td>External accountability policy index (5-point scale), including high school exit exam, school report cards, rewards and sanctions as of 1999–2000</td>
<td>NAEP 1996–2000 math achievement levels (basic and proficient)</td>
<td>4th and 8th graders in 25 to 37 states (the number of states varied among racial groups)</td>
<td>Grade-based analysis of gains in percentage basic by racial group (adjustment for baseline achievement, demographics, per pupil revenue, and changes in the population)</td>
<td>-0.38 for 1996 4th grade to 2000 8th grade math 0.02 for 1994 4th grade to 1998 8th grade reading</td>
<td>Dividing doubled regression coefficients for accountability policy by the standard deviation of state gain scores</td>
</tr>
<tr>
<td>Raymond &amp; Hanushek</td>
<td>Amrein &amp; Berliner’s list of high-stakes testing states</td>
<td>NAEP 1992–2000 math scores</td>
<td>4th and 8th graders in 34 to 36 states</td>
<td>Grade-based analysis of gain scores (adjustment for changes in exclusion rates, spending on education, parents’ education)</td>
<td>Positive (small to large) 0.10 for 1996–2000 4th grade White 0.77 for 1996–2000 4th grade Black 0.54 for 1996–2000 4th grade Hispanic 0.78 for 1996–2000 8th grade White 0.95 for 1996–2000 8th grade Black 1.04 for 1996–2000 8th grade Hispanic</td>
<td>Dividing the average difference between high-stakes states and nonaccountability states by the standard deviations of state gain scores</td>
</tr>
<tr>
<td>Study</td>
<td>Independent variables (policy)</td>
<td>Dependent variables (achievement)</td>
<td>Samples</td>
<td>Analytic methods</td>
<td>Effect sizes (standardized group mean differences)</td>
<td>Methods to calculate effect sizes</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Rosenshine</td>
<td>Amrein &amp; Berliner's list of &quot;clear&quot; high-stakes testing states, excluding states with changing exclusion rates</td>
<td>NAEP 1996–2000 math and 1994–1998 reading scores</td>
<td>4th and 8th graders in 20 to 26 states</td>
<td>Grade-based analysis of state average gain scores</td>
<td>Positive (small to moderate) 0.35 for 1996–2000 4th grade math 0.79 for 1996–2000 8th grade math 0.62 for 1994–1998 4th grade reading</td>
<td>Dividing the average gain score difference between Amrein &amp; Berliner's clear high-stakes states and other states by the standard deviations of gain scores</td>
</tr>
<tr>
<td>(2003)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amrein-Beardsely &amp; Berliner (2003)</td>
<td>&quot;Clear&quot; high-stakes testing states (excluding &quot;unclear&quot; states with increased exclusion rates)</td>
<td>NAEP 1996–2000 math and 1994–1998 reading scores</td>
<td>4th and 8th graders in 12 to 16 states</td>
<td>Grade-based descriptive analysis of state average gain scores</td>
<td>Mixed (small to large) 1.2 for 1996–2000 4th grade math 0.77 for 1996–2000 8th grade math -0.33 for 1994–1998 4th grade reading</td>
<td>Dividing the average gain score difference between newly identified clear high-stakes states and other states by the standard deviations of gain scores</td>
</tr>
<tr>
<td>Braun (2004)</td>
<td>Amrein &amp; Berliner's list of high-stakes testing states</td>
<td>NAEP 1992–2000 math scores</td>
<td>4th and 8th graders in 33 states</td>
<td>Grade-based and cohort-based analyses of relative gain scores (as deviations from the national average)</td>
<td>Mixed (small to large) 0.96 for 1992–2000 4th grade math 0.81 for 1992–2000 8th grade math -0.67 for 1992 4th grade to 1996 8th grade math -0.31 for 1996 4th grade to 2000 8th grade math</td>
<td>Dividing the average gain score difference between high-stakes and low-stakes testing states by the standard deviations of gain scores</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee &amp; Wong (2004)</td>
<td>A composite factor of state activism in test-driven accountability policy during the 1990s</td>
<td>NAEP 1992–2000 math scores</td>
<td>8th graders in 31 states</td>
<td>Grade-based trend analysis of gain scores (adjusted for baseline status, demographics, schooling conditions)</td>
<td>Positive (small) 0.28 for 1992–2000 8th grade all 0.27 for 1992–2000 8th grade White 0.39 for 1992–2000 8th grade Black 0.18 for 1992–2000 8th grade Hispanic</td>
<td>Dividing adjusted regression coefficients for accountability policy by the standard deviation of test scores; the effect size for each racial group was estimated in the same way</td>
</tr>
<tr>
<td>Hanushek &amp; Raymond (2004)</td>
<td>A time-varying dummy variable of whether states both report results and attach consequences to school performance</td>
<td>NAEP 1992–2002 reading and math scores</td>
<td>4th and 8th graders in 42 states</td>
<td>Cohort-based analysis of gain scores (adjusted for changes in exclusion rates, school spending, educational attainment)</td>
<td>Positive (small to medium) 0.22 for all 0.21 for White 0.09 for Black 0.54 for Hispanic</td>
<td>Dividing regression coefficients for consequential accountability variable by standard deviations of test scores for converting the coefficients into standardized group mean differences</td>
</tr>
<tr>
<td>Nichols et al. (2006)</td>
<td>Time-varying measures of EPRs through reviews of state portfolios</td>
<td>NAEP 1990–2003 reading and math scores (grade-based analysis); 1994–2002 reading and 1992–2000 math scores (cohort-based analysis)</td>
<td>4th and 8th graders in 25 states</td>
<td>Grade-based and cohort-based analyses of gain scores</td>
<td>Mixed (null to medium) 0.08 for 4th grade reading Black 0.49 for 4th grade math Black 0.04 for 8th grade reading Black</td>
<td>Converting correlations between EPR changes and NAEP gains into standardized group mean differences</td>
</tr>
<tr>
<td>Study</td>
<td>Independent variables (policy)</td>
<td>Dependent variables (achievement)</td>
<td>Samples</td>
<td>Analytic methods</td>
<td>Effect sizes (standardized group mean differences)</td>
<td>Methods to calculate effect sizes</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------</td>
<td>-----------------------------------</td>
<td>---------</td>
<td>-----------------</td>
<td>-----------------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00 for 8th grade math Black</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.12 for 4th grade reading Hispanic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.63 for 4th grade math Hispanic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.30 for 8th grade reading Hispanic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.32 for 8th grade math Hispanic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.20 for 4th grade reading White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.39 for 4th grade math White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.20 for 8th grade reading White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.16 for 8th grade math White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.37 for 4th to 8th grade math White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.43 for 4th to 8th grade math Black</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.56 for 4th to 8th grade reading Hispanic</td>
<td></td>
</tr>
</tbody>
</table>
Appendix (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Independent variables (policy)</th>
<th>Dependent variables (achievement)</th>
<th>Samples</th>
<th>Analytic methods</th>
<th>Effect sizes (standardized group mean differences)</th>
<th>Methods to calculate effect sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.32 for 4th to 8th grade math Hispanic</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.14 for 4th to 8th grade reading White</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06 for 4th to 8th grade math White</td>
<td></td>
</tr>
</tbody>
</table>

Note. Studies are listed in chronological order. Only one study, that of Braun (2004), reported the effect size $d$, and it was used for this analysis directly. The effect sizes for all other studies above were calculated or converted by the author of this review on the basis of information available from the original studies. NAEP = National Assessment of Educational Progress; MCE = minimum competency exam; EOCE = end-of-course exam; NELS = National Educational Longitudinal Study; EPR = expert pressure rating.

a. A two-step move in accountability (e.g., from 1 to 3) was deemed a significant change from weak to strong accountability status, and this change was associated with gain scores. Therefore, regression coefficients (i.e., estimates of change in the gain score with a 1-unit increase in the accountability policy variable) were multiplied by 2 to estimate the average difference between weak and strong accountability states.

b. Among the 18 high-stakes states identified by the study, the numbers of states that had available data were 10 for the analysis of 8th grade gain from 1990 to 2000 and 13 for the analyses of 4th grade gain from 1992 to 2000, 4th grade reading gain from 1992 to 1998, 4th to 8th grade math gain from 1996 to 2000, and 4th to 8th grade reading gain from 1994 to 1998.

c. Regression coefficients (the estimates of yearly average gain with a 1 standard deviation increase in accountability factor score from 1992 to 2000) were adjusted by multiplying by 16 to obtain estimates of cumulative policy effect over the 8-year period between strong and weak accountability states (2 standard deviation changes).
The reported sample size of 37 used for the analysis of the eighth grade mathematics gain scores for White students from 1996 to 2000 should have been 33 states. At the same time, the sample size for the analysis of the fourth grade mathematics gain scores for Whites from 1996 to 2000 should have been 35 rather than the 36 states reported by the authors. There is also a discrepancy in the list of states included in their sample for the analysis of Black and Hispanic achievement gains.

Although a successive cohort comparison method that compares average student performance at the same grade level over time has been used widely in evaluating school-level academic growth, the volatility of gain scores obtained through this method is very severe (Kane & Staiger, 2002; Lee & Coladarci, 2002; Linn & Haug, 2002). Although this grade-based method should produce more reliable estimates of achievement gains at the state level, concerns about a cohort artifact confounding the gain estimates remain.

The application of Rasch models to state policy survey data affords researchers several ways to check the validity of policy measures. First, policies can be hierarchically ordered on the basis of the chance of being adopted by states, and the construct validity of policy measure can be assessed by examining this obtained policy difficulty order against expected order. The adoption of a policy at one point in time may affect the likelihood that states would adopt policies at another time, and the independence of policies can be verified by examining the fit of state policy data with the model. See Lee (1997) for details regarding Rasch model application.
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